' 3'.16§“§\daptive_ Delta Modulation \
- To overcome the quantization errors due to slope overload and granular noise,
the step size (8) is made adaptive to variations in the input signal x(¢). Particu-
larly in the steep segment of the signal x(¢), the step size is increased. Also, if
the input is varying slowly, the step size is reduced. Then this method is known

. asAdaptive Delta Modulation (ADM).

The adaptive delta modulators can take continuous changes in step size or
~ discrete changes in step size.

Fig. 3.17(a) shows the transmitter and 3.17(b) shows receiver of adaptive
delta modulator. The logic for step size control is added in the diagram.fﬁhe

step size increases or decreases according to a specified rule depending onlone

- bit quantizer output. As an example, if one bit quantizer output is high (i.e. 1),

then step size may be doubled for next sample. If one bit quantizer ()um i8
low, then step size may be reduced by one step. Fig. 3.18 shows the staircase
T waveformsﬁmﬁz‘éﬂélta modultor and the sequence of bits to be transmit-

In th.e receiver gf adaptiye delta modulator shown in Fig. 3.17(b), there are
“two portions. The first pOI‘tlQD prqduces the step size from each incoming bit.
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Advdhtages of Adaptive Delta Modulation A B R S
" Adaptive delta modulation has certain advantages over deltamodulation . 7
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108 Digital Co‘mmunications

@) The signal to noise ratio becomes better than ordinary delta modula-
tion because of the reduction in slope overload distortion and idle noise.

(i) Because of the variable step size, the dynamic range of ADM is w1derv
than simple DM.

(#ir) Utilization of bandw1dth is better than delta modulatlon

Plus other advantages of delta modulatlon are, only one bit per sample is
required and simplicity of implementation of transmitter and receiver.
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3. 17 leferentlal Pulse Code Modulation~ . m. P
It may be observed that the samples of a signal are highly correlated with each

- other. This is because any signal does not change fast. This means that its =~
. value from present sample to next sample does not differ by large amount! The |

adjacent samples of the signal carry the same information W1th little dlffer-r ‘

ence. When these samples are encoded by a standard PCM system the result- =

“ing encoded signal contains some redundant mformatmn Fﬁg 3.19 1llustrates

. thls redundant information. = e
Fig.3.19 shows a contmuous tlme 31gna1 x(t) by dotted hne ThlS 31gnal 187 )

‘sampled by flat top samplmg at intervals T, 2T, 3T ... nT.. The sampling _' 7
frequency is selected to be igher than nyqulst rate The samples are encoded
“ by using 3 bit (7 levels) PCM. The sample is quantlzed to the nearest digital
.

“level as shown by small circles in the figure 3.19. The encoded binary value of " - ._ s
. eachsampleis written on. the'top of the samples ‘We can observe from from fig. 3.19. -

. that at the samples taken. at 4T, 57, and 6T are encoded to same value of (110). -
:"TblS_lnformatmn can be carrled"‘“[y_by one sample. But three samples are . .
ke ‘*carrymg the same mformatlon means 1t is redundant Consuler another exama'{ '

i e b s e e ket B e S i ¢ e e Bl L e
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A 73 ngttal Commumcatwns

ple of samples taken at 9T and 107, The dlfference between these samples s
~only due to last bit and ﬁrst two blts are redundant since they do not change,

x(t)
bits (levels)
)

. 7 ey — 7 4

ai 5 58 s
' 6(110)— o esea §/: ~

o s T TTIsse g
© B(011)- — Z ~ Z 5

8 T iaNsE
4(100) T , TZ“”'
1

_ | , _

3014 S ‘

_ @/

201004 |

.. /]

t ‘.

1({001) -

. _ e ©
0000)[ T, 27, 8T, 4T, 5T, 6T, 1T, 8T, 9T, 10T, umy

Fig 3.19. lllustration of redundant information in PCM

If this redundancy is reduced, then overall bit rate will decrease and number
of bits required to transmit one sample will also be reduced. This type of digital
. pulse modulation scheme is known as Differential Pulse Code Modulation.
', The differential pulse code modulation works on the principle of prediction.

The value of the present sample is predicted from the past samples. The predic-
t1on may not be exact but it is very close to the actual sample vlaue. Fig 3.20
shows the transmitter of Differential Pulse Code Modulation (DPCM) system.

The sampled signal is denoted by x(nT')) and the predicted signal is denoted by

. x(nT ). The comparator finds out the dlfference between the actual sample

- value x(nT,) and predicated sample value x(nT ). This i 18 known as Predlctlon
,'error and 1t is denoted bye(nT ). It can be deﬁned as,

enT) = x(n_T)‘—x_(nT), s Nepplive '4..._(3‘._50)

o)

\ &

| Quantizer

‘llilnc‘:‘u'(ler -—-——-—DPCM
' o - mgnal

| -Pr_e'dictjon ; P
e ﬁltei‘-. x (NTQ

Sy F;g 3.20. A szﬂ'untmlpulw (ode nwdulatmu transnuttcr

¥ Thus, error is thedifference between unquantized } mput sample x(nT ) and_ ¥
_'predmtwn of it x(nT ). The predlcted value is produced by usmg apredlctton -_
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[ter. The quantlzer output signal S
S ~ﬁ iven as input to the predlctlogn ﬁlf ) and prevmus predu.tmn 13 ﬂdded and- ;

iae auedx (nT ). This makes the

' ge_t, gl

i ‘binary mgnal The prediction ﬁlter output and quantized error SIga]s ares

1—...‘; ".'-,fl-'-f\:-"—-l.,‘.""\:':.:“.;"-t: R RS s Zatye R ey YR e -
S e - - s e 7: e e S e

er. ThlS signal is calledx (nT )Jl"hls signal -
Prediction more and more close to the actual -

""‘Tfﬁe“quantlzer output can be wrltten as,

e (nT) = e(nT)+q(nT) (3 18) X
Here q(nT )is the quantization error. As shown in ﬂgure 3.20, the predlc-‘
t1on filter mputx (nT) is obtained by sum £(nT,) and quantizer outputz e.,

X (nT) = 2(nT,) +e (nT - G R , (3. 52)
Puttmg the. Value ofe (nT,) from equatlon 8. 51 in the abos equatlon we' '

x (nT) = x(nT ) +8(nT)+q(nT) | | ...(_'3;53) -
Equatlon (3 50) is:written as, . N

e(nT) = x(nT) x(nT) _ aF :
e(nT) +£(nT,) = x(nT.) | | g i (3 54)

- Putting the value ofe(nT,) + x(nT ) from above equation into equatmn '
(3. 53) we get, "

x(nT)—x(nT)+q(nT) A | =:(8.55) . "

Thus the quantlzed version of the signal x (nT ) is the sum' of orlgmal_

) sample value and quantlzatlon errorq(nT\). The quantization error.can be positive -
*  ornegative. Thus equation (3.55) does not depend on the predmtlon ﬁlter char~

acteristics. :

Reconstruction of DPCM S:gnal /
"Fig. 3. 21 shows the block diagram of DPCM receiver.. o A
The decoder first reconstructs the quantized error 51gna1 from mco

( v Ty l"? 7«/[’“7\

min'g?
umm
up to give the quantized version of the orginal signal. Thus the SIgnal at tli:v

receiver differs from actual signal by quant1zatmn error q(nT ), Wthh is 1ntro-f" |

_ duced permanently in- the reconstructed s1gnal

DPCM-—-——r Decoder BLD Je ————— Outptit
puty { - A o R b

| Prediction |
=] flter

Fig. 3. 21 DPCM receiver

j_:vl 3 18. Comparlslon of Dlgltal Pulse Modulatmn Methods o
" After discussing all the digital pulse modulation methods:in detaxls letug. now_;f o

COmpare all these methods from different aspects: ;
- Table 3,1 shows the comparision of PCM, leferentlal PCM, Delta Medula— NTARE
txon and Adaptwe Delta Modulatmn ThlS comparlson 18 carned out on tha-__'
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Table 3.1. Comparxson between PCM Adaptlve Delta Modulatlon and

leferentlal Pulse Code Modulation

Pulse Code

, Differential_'Pﬁlse

18.| " ,-Pafameter Delta modulation : Adaptive Delta :
\No.‘ of comparison Modulatmn PCM) ' -(DM) 'Modulatior (ADM) 'Code Modulation
- 1. |Number ofbits. | It can use 4, 8 or 16 blts, Tt uses only one bit for | Only one bit is, used to | Bits can be more than | |
{ - | per. sample _one sample. - | encode one sample. one but are less than LT
4 3. ye s _ © |l roM. g
2. | Levels and stepsize | The number of levels de- | Step size is kept fixed | According to the 'signal Here, Fixed number of |-
g + - - |'pendon numbez_' of bits. ‘and cannot be varied. variation, step size var-, levels are used. -

, Level size is kept fixed. ¥ . | ies (i.e. Adapted). o K )
3. | Quantization error | Quantization error de- | Slope overload distortion | Quantization n:’ins"e is | Slopeoverload distortion | |
and distortion | pends on number oflev- | and granular noise are | present but other errors_~ and quantization noise

et S - els sizeis fixed. - | present. are absent are notencountered. - |
4. | Transmission Highest bandwidth is re- | Lowest bandwidth is re- | Lowest bandwidth is re- | Bandwidth requiredis
| bandwidth quired since number-of | quired. ‘ qun‘ed | lowerthan PCM. |
5 S bits are high - e 3.7 ach & '
5. | Feedback There’is no feedback in | Feedback ex:istsintran_s-- Feedback- exists.’ Heére, F eedbaCkemSts
B N transmitter or receiver. | mitter. : e Y
" 6. | Complexityof nota- | System complex. | Simple. Simple. - Simple
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